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Abstract control law design. Clearly, regardless of the result,

This paper describes a general form of nonlinear this sort of analysis is better done sooner than later.
dynamic inversion control for use in a generic nonlinear! Ne objective of this paper is to describe development
simulation to evaluate candidate augmented aircraft ~ Of a tool capable of determining the set of achievable
dynamics. The implementation is specifically tailored dynamics as early in the design process as possible.
to the task of quickly assessing an aircraft's control The approach proposed utilizes a general form of
power requirements and defining the achievable nonlinear dynamic inversion (NDI) control in a generic
dynamic set. The achievable set is evaluated while ~ nonlinear simulation tool to realize and test candidate
undergoing complex mission maneuvers, and perfect augmented aircraft dynamics. Here, the
tracking will be accomplished when the desired implementation is specifically tailored to the task of
dynamics are achievable. Variables are extracted ~ quickly assessing an aircraft’s control power
directly from the simulation model each iteration, so ~ requirements and defining the achievable set. Sthith
robustness is not an issue. Included in this paper is a Previously proposed this application of NDI. The work
description of the implementation of the forces and ~ Presented here is an extension of that work to address
moments from simulation variables, the calculation of Vvarious response types and incorporate handling quality
control effectiveness coefficients, methods for specifications. Similar to Smith’s approach, the
implementing different types of aerodynamic and thrustéquations of motion are directly manipulated to provide
vectoring controls, adjustments for control effector ~ controls yielding desired responses for select control
failures, and the allocation approach used. A few variables. Here, the control variables are not limited to
examples illustrate the perfect tracking results obtainec@ngular body rates but can directly include

contributions from angle of attack and sideslip angle to

Introduction modify control power requirements. As done in other
works®®, the ultimate objective here is a rapid
prototyping tool capable of establishing control design
guidelines without the costly investment of a detailed
conventional control design. A high performance
airplane model with multiple innovative control
effectors is used to demonstrate this tool.

Several noteworthy features and uses of the
proposed Force/Moment NDI approach are listed

A key first step in any aircraft control law design is
to determine a set of achievable dynamics that can be
realized given the limitations of the vehicle’s effectors
to produce the required forces and moments. This is
prudent since the results of such an analysis can guide
the design and potentially avoid costly redesign further
along the design process. In general, the set of aircraft
dynamics known to promote good handling is

) : ; below.
expressed in terms of linear transfer functions. Ideally, : . . . . .
. : : 1. This nonlinear simulation analysis tool gives the
the good handling set should intersect the achievable set . : ; .
, . . best possible tracking for a desired set of dynamics,
and the designer should strive to augment the vehicle . .
and can be used to determine the set of achievable

dynamics to be within this intersection. The danger of . ; . N

. . ; . . dynamics while maneuvering over the entire flight
augmenting the vehicle dynamics to be outside this : . . .
. L9 o , envelop either in batch or real-time piloted
intersection is rate-limited actuators and potential PIO simulation

tendencies’. Sometimes there is no intersection: . . .
L . L 2. The control law does not require adjustment, with
limitations of the vehicle prevent augmenting it to have : : : :

the exception of selecting weights if a control

good handling qualities. In that case, control power ; :
. o . allocation approach is used.
requirements (e.g. surface sizing, control allocation) ; : : , :
; . . . Robustness is not an issue since variables, in
need to be reexamined before proceeding to a detailed ! .
particular force and moment increments, are
) ) , ) extracted directly from the simulation model and
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5. Other uses include evaluation of control allocation motion about each of the three axes: longitudinal,

techniques, development of guidelines for lateral, and directional. The command of the same
reconfigurable control, and evaluation of new dimension ag/, can be thought of as the result of
control effector concepts that are presently being shaping and filtering (not shown) of the pilot’s stick
explored™. and pedal inputs. These control variables and their
6. The tool's format allows quick and easy commands are fed to a block that processes the signals
comparison of various aerodynamic databases.  to produce the desired responses (actually rates of the
For this development, actuator dynamics are not desired responses). The desired response signals are, in

included, but rate and position limits are considered.  turn, fed to the DI block that issues the required surface
The main point of each section, corresponding to  commands to produce the desired responses from the
the order presented in this paper is 1)an overview of  actual vehicle. Essentially, the DI block makes the
nonlinear dynamic inversion control as it pertains to  transfer function matrix fronyges to y an integrator,
thls pat:tlcular qppllcatlon, '2)man|pulgt|on of the . i.e., diagonal matrix with first-order integrators. As a
feurcraft S equations of motlo'n to provide thg required result, the actual control variables equal the desired
inner-loop control, 3)e?<tract|(.)n of the rgquwed force ones subject to the vehicle’s control power constraints.
and moment dat'a, 4)discussion of the inverse control This partitioning of control makes the strategy for
map for.generatlng psgudo surface commands, S)the determining the achievable set straightforward. The
pgeudo inverse allocation approach'used, - control variable processing portion of the control law,
6)implementation of the aerodynamic coefficients to CV definition and desired dynamics, produces desired
account for control effector failures, 7)calculation of theresponses for the candidate Iow-order command models
control power rgquireq, 8)non;minimum phase analySiSthat are decoupled along axes and compliant with the
and 9)presentation of illustrative examples. military specification. The dynamic inversion portion of
Nonlinear Dynamic Inversion Control the conFroI law generates surface gommar)ds to produce
the desired response from the vehicle subject to its
In this section, an overview of the control is control power limitations. Note the set of achievable
offered followed by a more detailed description of the dynamics consists of the low-order command models
control’s respective parts. The general form of the that the vehicle is capable of following.
control law, shown in figure 1, is not too different from
previously applied NDI control approachés Due to Control Variable Processing
the information available from the simulation, however,
the implementation here will be greatly simplified over
reference 9.

Assume there are three control variables
corresponding to some desired motion about the
longitudinal, lateral, and directional axes

. Force | Surface Y = [Yion: Yt Yair |' - @)
Ye Ydes commands . . .
DESIRED ) & > Let x denote the state of the aircraft in the generic
DYNAMICS MOMENT simulation whose motion is governed by
DI x=F(x,9). 2
For this paper, assume ttdin(d) = dim(y) and the
aero forces & moments control variable is related to the state as
y engine forces & moments y=h(x). (3)
output variables T
CcVv physical properties Here,x=[u w g, 6 v p, 1, ¢ where
DEFINITION States etc. (u,v,w) and(pyp,0p,r, ) are respectively the
- ¢ _ components of the aircraft’s translational and angular
Figure 1. Overview of Control Law. velocity expressed in body axes. The standard Euler
The control consists of two parts: 1) control angles(0, @ )are used to orient the gravitational force
variable (CV) processing and 2) dynamic inversion  to the body axes. The contrdlwill be described later.
(DI). Control variable processing consists of the CV To facilitate the upcoming discussion, an auxiliary

definition and the CV rate command generation. The set of statexa,y that is linearly related to the control
overall control objective is to achieve some desired  yariables is introduced as
response of the CV vectgr to commandy.. Various y = HXaux (4)

states are typically blended to define the elements of
Generally, there are three elements corresponding to
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whereH is a constant matrix. Assumey = faux(X)

so thath(x) = Hf5,,(X) . The auxiliary set can include
such variables as angle of attack, sideslip angle and

stability axis components of angular velocity in
addition to any of the original states.
In figure 1, the control variables arng are fed

into a block labeled ‘desired dynamics’. This block

defines the desired dynamic behavior the control

variables should follow. Assuming the inner DI loop
has produced a decoupled integrator block relagjpg
to y, the three loops may be considered separately in
defining the ‘desired dynamics’ block. Here, three

command models define the augmented vehicle

dynamics in the longitudinal, lateral, and directional
axes respectively as:

2
ylon,des Kloncqon (S+ C“)n,lon)

T2 2
5Ion s°+ 2Clono‘%ons + Cqon
Yiat,des _ Wat

Olat S+ Wgat

ydir,des _

2
C“)dir

(6)

T2 2
5dir s+ 2Zdiro‘)dirS + C“)dir
Transfer functions selected for these command model

are typical transfer functions found in the military
specifications® These low-order responses can be
achieved using an outer-loop control structure as

illustrated for the longitudinal axes in figure 2. The

integrator resulting from dynamic inversion of the
simulated vehicle is shown in the figure with an

approximation sign.

5Ion

Figure 2. Details of Longitudinal Outer-loop Control.

position limits and they generate forces and moments
that are linear with respect to their deflections, dynamic
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internal stability which will be addressed in a later
section. Here, robustness to model uncertainty is not an
issue since the dynamics are known exactly in the
simulation. Robustness could be an issue, however,
when the control is no longer linearly related to its
generated moments and forces. In that case, the inverse
control mapping to be proposed will lead to an
approximate integrator.

Dynamic Inversion

The purpose of the DI block in figure 1 is to
generate the proper control inputs such that the set of
desired dynamics is achieved. Generally, the
simulation’s force and moment build up in the
equations of motion are such that increments due to
controls can be separated from those due to the baseline
aircraft moving through the air mass. Specifically,
equation (2) can be expressed as

x=f(X)+01(x,9) . (8)
Dynamic inversion, however, assumes that the control’s
influence is linear or

x=f(X)+g(x)o. 9
To realize the control that achieves a desired control

variable responsgyes for this system, take the
derivative ofy using equation (3) as

=8 %= h, 19 +hg(95 (10
where hy =dh(x)/dx. When the number of control
variables and control effectors are equal, the dynamic
inversion control may be solved for directly as

Ocmd = (hxg(x))_l(ydes_ hy f (X)) . (11)
In the usual case where the number of effectors is
greater then the number of control variables, some type
of control allocation method is required. A weighted
pseudo inversion approach is discussed later in this
paper.

Dynamic inversion assumes that the inverse control

mapping(h,g(x))"! exists. Ifhyg(x)is nearly
singular, the set of effectors are either redundant or ill
suited to force the selected control variables to follow a
desired response. Dynamic inversion also assumes that
the control variables chosen will not produce unstable
internal dynamics (discussed later in paper). Dynamic
inversion only guarantees the responsg &b y,., but
this assumes the dynamics unobservey remain

It should be mentioned that as long as the control giaple. It is clear that if these assumptions are satisfied
effectors remain within their respective rate and

inversion will produce the required integrator.

Moreover, the desired dynamics will be realized. This

then the dynamic inversion control produggss=V .
Figure 3 shows the dynamic inversion portion of
the control for the system of equation (9). The function
f(X) contains the accelerations due to the forces and

statement assumes the control variables chosen promdt®oments generated by the baseline vehicle as it moves

through the air mass. It should be mentioned that the

American Institute of Aeronautics and Astronautics
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function f(x) also contains the inertial and Here X, Y, and Z represent the total aerodynamic and
gravitational components of acceleration. If one were thrust forces (Ib), L, M, and N represent the total
to implement the NDI contrd) functional aerodynamic and thrust moments (ft-lb}, 1yy, 12z,

and |, are the moments and product of inertia (slug-
ft*); mis the mass (slugsi, v, andw represent the
linear velocities (ft/'s)u, v, andw are the respective
linear accelerations (ffls p,, q,, andr, represent
the roll, pitch, and yaw rates (rad/s); apgl, ¢,, and

f, are the respective angular accelerations (ad/s

approximations of the aerodynamic database would
have to be carried in the control along with a
reconstruction of the inertial and gravitational
components of acceleration. In this application,
however, the aerodynamic forces and moments are

reconstructed from their respective non-dimensional As stated previously, the control forces and
coefficients taken directly from the simulation. That is moments must be Separated from all other aerodynamic
why in figure 1 forces and moments are being fed and thrust forces and moments. Using this separation
directly to the ‘DI’ block. An actual implementation of and solving for the modified acceleration terms yield
NDI control would have to operate only on sensor . _X=X5 .
e = —gsing +vr, —wg,
measurements. m
AIRCRAFT Voo =Y —8 1 g singcosd - ur, +wp,
y * dcmd ZTZ
Ydes [hg(X)] t—f X= T(x) +9(x)5 Ve = - % +gcospcosh +ug, —Va, (14)
_h . _ 1 dM-Mg)- (1~ 122 Pt 0180
Yib Gpae =70 AN U—
lny"xz(po_rb) agrmn
X . -1
M h(x) %D,aegz glxx - Ixz%
t Obaed Tlxz 1220
f(X) (4— y OL-Ls +|xzpoqb_(|zz_|yy)rbqb 180
L » H\l_Nd_(Iyy_lxx)poqb_lxqurb[] n
Figure 3. NDI Inner-Loop (Linear Controls) where the subscrigte refers to aerodynamic, engine,

Let us consider the inverse nonlinear control inertial and gravitational accelerations only (no control

corresponding to the actual equation of motion found inacceleratlons) a_nd the subscrptrepresents conFroI
equation (8). The inverse control must satisfy terms. In equat_lons (14), the angular acceleratl_ons are

Yaoa— b F (%) = NGy (X o) (12) converted to units of ded/sAll of the a_erody_namlc _

des™ "X x 21 “emd components are extracted from the simulation. This

to make yges = ¥ . An approximation, discussedina  gpproach, as well as modeling of the thrust control
later section, is used in this paper. Prior to consideringterms, will be described in a following section.
this feed-forward portion of the control, the Define the state vectol,e as
simulation’s equations of motion are manipulated to Xae = [Uae Waer Ob e 6 Vaer P s T, e (p]T . (@15)

rovide the required feedback signal. o .
P q g In order to construct(x) the Euler auxiliary equations

Force and Moment Approach to Dynamic Inversion 0= O COS@—r, Sing (16a)

This section includes key equations for the force
and moment approach to nonlinear dynamic inversion
(NDI). A standard x-y-z body axes coordinate frame is
used. Presented below are the nonlinear force and

@= py +0, tand sing+r, tand cosg (16b)

which contain no explicit reference to control forces
and moments, are added to the set in equations (14)

moment equations for a flat-earth, rigid-bodly, yielding .
symmetrical airplane. %e=f09. _ 17
X =mgsing =m(u —vr, + Wgy) The samef(x) is defined in equations (8) and (9).
Y +mgsin@cosy = m(v +urp, —Wpy) Assuming the control variable is defined as in equations
Z +mgcos@cosy = mw—ud, +Vvp,) (3) and (4), the NDI feedback of figure 3 can be
L = lyxPo = Ixalb = IxzPoOh *+ (1 22— yy)ibh (13)  expressed as
M = 1y + (o= 22) Pol * La(P5 = 15) Vb = M f (X) = hyXpe = H d’;:'x Ko (18)

N = Izz';b_Ixzpb"'(lyy_Ixx)pb%"'Ixz%rb

4
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Trim Inputs
l Force & Moment DI CV Definition
e y
Ye : Vaes: + i dmd — h(X
_ Desired est '< ) »|[hg(x)] ! : .
id Dynamics T (g ()] _> Simulation
v E N oreerrre + N
: % Calculations aero coefficients
h le— For <« engine forces & moments
X Xae output variables
{ : physical properties
Open-|00p R . etc
—» Command —» Reference
Signals
Models

Figure 4. Combined NDI configuration.

A typical set of auxiliary states that could be used to  generated from wind tunnel and flight data. These
form the control variables is tables, which require interpolation, usually contain non-
Xaux = [0, O B, Ps, rs]' (19) dimensional coefficientsg() that are nonlinear

wherea and 3 represent the angles of attack and functions of many airplane variables, for example
sideslip respectively, angds andrg represent stability @ ,3, Mach, altitude, and. The aerodynamic forces
axis roll and yaw rates respectively. Obviously, these and moments that affect aircraft stability (no control
Xaqux Variables do not form a complete set of possible contributions) are then calculated as
controlled outputs, but are used here as an example. Xa =(cx —C500S

In vectors xae and Xy, velocities have units of Y, =(c, —¢5)aS

ft/s and angular variables have units of degrees. The

partial differentialdx,,y/ dx is defined below in matrix Za =(c;=C5,)aS

(22)

form for the elements shown in equations (15) and (19) La = (q ~Ca )qu
as Ma = (G~ Cam)aSC
Wa 9 o0 0 o o ol N, = (C, — 5 )JASb
%’dg d(\)/v 0 0 0 0% whereq is dynamic pressure (Ibft S is the wing
% B B 0 reference area {Jt b is the wing span (ft), and is the
Xauy =y w 0 Y 0 0 0% (20) mean aerodynamig chord (ft). Aerodynamic forpes
X  [Ps Ops 00 0 Mds  Ips o0 Xa» Ya, Zg have units of Ib and the aerodynamic
Ou ow a, a, U momentslL,, M4, N, have units of ft-lb. The
E& A o o o s 9 O% coefficients €4,cy,c,) represent the total non-
Bou dw oy oy 0 dimensional aerodynamic force along each axis and
and the solution to the first derivative is illustrated as ~ coefficients @, cm, ¢, ) represent the total non-
da _ -w 180 (21) dimensional aerodynamic moment about the
o ul+w? T corresponding axis. Thes terms are the non-

where the units are deg/ft/sec. Equation (20) is used taiimensional aerodynamic force and moment
solve equation (18) fon, . Figure 4 illustrates how the coefficients due to controls. Note that the total non-

variables described fit into the NDI closed-loop dimensional coefficients include thg terms, so these

structure. control contributions are just being subtracted out. In
this paper, thes terms also include interference
coefficients for the appropriate control effectors. In a
later section, it will be shown how ttey coefficients

are used to create the feed-forward portion of the
control.

Extraction of Force and Moment Data from
Simulation

Aerodynamic Variables

In the typical airplane simulation, force and
moment aerodynamic data are defined in tables that are

5
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Thrust Variables

Thrust vectoring is applied to both the pitch and
yaw axes. Here, the control compone(iXs;, Y. Z5

AIAA-99-4001
Vs =Ys/m -
Ps = zls + Iszé)(]-SQ/”)_/'
fs = (I yols + 14N5)(180')/1

L, Mg, Ng) resulting from the yaw nozzle deflection where| = Lo 77— |32_ The aerodynamic controf,

dy and pitch nozzle deflectiodp are calculated as
X =Ty (cos@tp) cosﬁty) - 1)
Ya = Tq COSQyp) SiNGyy)
Zg =Ty SiNGyp)
La =.Ya
Mgt =1xZa +1: X
Ngt =~y Y5

(23)

and thrust vectoring controly, independently
generate forces and moments, so for example
X5 =Xzt Xz (26)
where X5, denotes the force in x-direction due to total
aerodynamic control. As a resufj;(x,0 expands as
(% 0) = ga(X 0a) + Grv(% Oty) - (27)
Further expansion, however, is limited due to controls
in &, and &, whose effectiveness is determined by the
position of other controls. This control dependency is

wherel, is the distance (ft) of the nozzle force behind dealt with in the next two subsections as linear control
the cg,l, is the distance (ft) below the waterline, and  approximations are sought separately dgrand gy, -

Tg represents gross thrust (Ib). These functional

equations will be used to develop an approximate
inverse controls map.

Combined Forces and Moments

Aerodynamic Controls Map Approximation

From equations (25) and (26) and the form of (22),
linear control approximations are actually sought for
the total control force and moment coefficients to

The combined aerodynamic and engine forces andd€nerate &apg SO ga Ugapda- LetCam SEIVES asan

moments in equations (14) are calculated by using
results from equations (22) and (23) as
X =X5 = Xg+ X = Xgt
Y-=Y5 =Ya+Y; — Y5
Z-2Z5 :Za+Zt —Z&
L-Ls=La+L - Ly
M-Ms=Mg+M;—Mg
N -Nj :Na+Nt_N5t
where (Xt,Yt, Z;, Lt, My, Nt) represent the total thrust

(24)

example.
In the aerodynamic database, the total pitch
moment control coefficient expands as
'a
2
i=l+Li#]
+ 3 Camjint,jj (% 6, 0j)
i#]
whered, = (8;,+-,815) . The first two sets of

coefficients on the right side of the equation vanish
only when the primary contr@, is zero. The third set,

Comi (%, 8,9

Cam(X, 03) = % Cami (X, &) +
= (28)

forces and moments, and the other variables have beefne interference coefficients, vanish whenefet 0 or

previously defined.

Inverse Control Map

Previous sections involved constructing suitable
expressions folygeg and hy f (x). In this section,
equation (12) is solved using an approximatiorgpf
that is linear with respect to the present control, or
g, Uggd . Standard linear inverse operations

(standard inverse or minimum norm solution), where
gg replacesgy(x) of figure 3, define the feed-forward

path of the proposed NDI control.
From the equations of motion, the accelerations
due to all controls defingy(x,0 , or
l.]5 = X5/m
W5 = Z5/m

A5 =(Ms)/1y,)180m) (25)

6

0; =0. Similar expressions with the same number of

coefficients and their respective dependent variable sets
exist for the other total control force and moment
coefficients.

Let 3° denote the previous value &f and

assume, for the moment, that an intermediate call has
been made to the aerodynamic database to retrieve
coefficients evaluated at the current statand the

previous control, e.gCsm; (X, cSiO,cS-O .) For the non-

interference coefficients, a simple linear control
approximationcsy; results from dividing the

intermediate coefficient by its previous primary control,
i.e.,
Comi (% &) = (Cami (6.6°)/6°)3,

Cami (% 8, 8;) = (Com; (%, 82.89) 1 50)5, .

(29)
(30)

American Institute of Aeronautics and Astronautics



AIAA-99-4001

This 'global slope' approximation is viable here of equation (33). Due to the slow-varying nature of the
because: 1)the integration time st#@&pis generally state-related dependent variables (e.g. Mach3)

small, and 2)each effector is rate limit¢d, < J; ax- relative to the time stefit = .01sec, no noticeable

The combination implies that the neighborhood about differences were observed in practice. Moreover, in the
(59,6?,...) where (29) and (30) must hold is small feedback path, the aerodynamic force and moment

coefficients representing the baseline with no controls
also used previous values with no problems. This
simplification essentially delayed the non-inertial
Figure 5 illustrates the approximation for portion of the feedback signal by 10 msec. Using the
Cami (% 6;,0;) over the neighborhood of possible travel previous coefficients in constructing the feedback path
and the approximate linear control map for the feed-
forward portion, a very efficient procedure was realized
implementing this NDI tool. The efficiency realized,
X i S moreover, could not be obtained using functional fits,
Here, linear interpolation is assumed andthe.  ,cremental implementations requiring tables of partial
neighborhood does not cross any tabular breakpoints Qfieriyatives, or additional calls to the aerodynamic data
g andd;j. Under these assumptions, the slope of  pase to get the present force and moment information.

being limited by the effector's maximum travel, i.e.
A max = DL max» from its previous value.

of § andd;. The shaded area correspondsgg;

evaluated at all points in the neighborhood. The dash
line is the approximation expressed in equation (30).

Csmi IS constant along paths of constantand Comi N 51'0 +Dj max
i R ,

constantd; . For anyd; where|d =80 K A pay, it G

can be shown that the approximation error is bounded ,»z’ 50 '

as A J

| Cami —Cami [ =1S6 — S | 1B maxt | S |mj,max (31) ,//g 59-A

where SG = C5m,i/6i , S = dc5m,i/06i for 5| = Csio . ) J,max

and §; =37, andS; is the steepesicyy,; /d5; for // -

0j = 5J-° at the extreme travel &, i.e. 3° A max - 2 ’ <_ i, max

Note the first term on the right of (31) corresponds to |1 0 '2 5

the difference between the global slope and the local 0 o; 4} o

slope alongd; . Both terms on the right are weighted Figure 5. Linear control approximation Ofm; .

by the maximum excursion of the respective control.
Expression (31) can also be applied to the other  Thrust Vectoring Controls Map Approximation

coefficients in (28). Focai(x 4 ,)the second term As before, linear control approximations are sought
vanishes. For the interference terogs i . the for the thrust vectoring control forces and moments.
coefficient vanishes when either control equals zero.  Unlike the aerodynamic control coefficients, the control
Either control could be assumed to be primary, so force and moments due to thrust vectoring have

Camintj = (cgm’im’ij / 35 or(cgm’im’ij / 51-0)51- (32)  functional descriptions (eq. (23)).

The procedure used here involves local slopes

i ) based on the previous control. The linear control
be the one leading to the'smqllest error bound in (31). approximation oig , for example, has the form
The linear control approximation @fy,; is then

obtained by substituting the coefficients of equations Xg = &| 0 50 By +ﬁ| 0 60 Sp - (34)

(29), (30), and (32) into equation (28). Analogous 0%y Oty O 0%y %y:%p

expressions can be developed to approximate the othef 0 be noted, this form is not motivated by a Taylor

total force and moment coefficients. Dimensionalized Series expansion ckg about zero thrust vectoring

and substituted into equations (25) and (26), these controls. For a limited deflection range5° ),

approximate coefficients yield the desired input map  analysis showed it to be as good as the Taylor series
Ga(X 82) 0a (% 83)5, - (33)  expansion. Moreover, in practice it proved better than a

Here, it is assumed that the previous primary controls ‘global slope’ approach patterned after that used in the

are nonzero. When one is zero, the effectiveness due fevious section. _
the last nonzero control is used. Analogous expressions to (34) for the other thrust

To speed up implementation, the previous sidte  Vectoring forces and moments, substituted into
was substituted above for the current state on right sidéduations (25) and (26), yield the desired linear control

7
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approximation form forg,,(x, &) . Combined with For unilateral controls, the resulting psuedo control

results of the last section, the linear control must be correctly translated into left and right control

approximation ofgy(x,d) then is commands. The left side is chosen when the pseudo
(%, 0) 09 404 + Iy = 90 (35)  control command is positive and the right side is chosen

. when the pseudo control command is negative.
where matricegg 5, ggty » andgg are evaluated at

the previous state and control. Above, the control map Adjustment for Control Effector Failures
assumes that e"’.‘Ch C°”tF°' can have_ pqsmve a_nd The tool has potential application in determining
negative deflections. Prior to establishing the inverse achievable dynamics in the face of control effector
control map, controls restricted to unilateral deflectionsfa”ures This requires changes both to the feedback

(positive or negative) are briefly considered. and feed-forward portions of the dynamic inversion
. oo control.

Umlatergl Control _I\/I_ap ApprOX|mat|on_ Control effector failures can occur in several forms
~ Inthis paper, itis assumed there is always a left- such as stuck position, missing or partially missing
right pair of unilateral controls. Here, the nominal  surfaces, and floating surfaces. When a control failure
method used to operate this type of control is to either occurs, forces and moments generated by that control
use the left control or the right control, but not atthe  must be included with the corresponding NDI feedback
same time. This is accomplished by designatinga  signals when the effector is no longer used for control.
pseudo control in .Wh'Ch a negative Com.ma”d MOVES, " or example, suppose th8 primary control (first

for example, the right control and a positive command term in eq, (28)) fails and that this control also has

moves the left control. As an illustration, Bz interference aerodynamics (third term in eq. (28)). All
designate a unilateral right/left control pair addthe force and moment non-dimensional aerodynamic
pseudo control. Since only the right or left control will ¢coefficients shown in eq. (22) will be modified, but for
be nonzero, the pair’s contribution to the total pitch simplicity only the pitching moment equation will be

moment control can be approximated as illustrated as
0 50 0 50
X ,5 +C, X ,5 = - . . )\a<se
Ganar * Gamat amaL( 3I(_)) %n,:sR( ) 5, Ma (Cm = Com TC&“" + Camintj JASC | (38)
O3 —O3r showing how the failed control moment increments are
(36) taken into account.
Here a negative value @, corresponds to the The following changes are required in the feed-

deflection of the right control and a positive valuadgf ~ forward NDI path. When a bilateral control faily, is
corresponds to the left control. In the approximation ofset to zero, thus eliminating tH8 control command.
equation (35), equation (36) implies that the columns ofOptions for a unilateral control are to either eliminate
Og.a- corresponding td; anddsg, are replaced with the opposite side (left or right side) after a failure by

one corresponding 6 . settingW = 0, or to use the opposite side to counteract
forces and moments generated by the failed control if
Pseudo Inverse Allocation that control has a non-zero deflection. The latter option

The typical airplane control system has more has been selected for a stuck actuator and the former

control effectors than control variables, so some type oPPtion for a missing surface.
allocation approach is required to distribute the control

commands. In this paper, a weighted pseudo inverse Power Required
approach is used. With fewer equations than unknowns ~ One feature of this achievable-dynamics approach
in equation (12) given (35), minimiz&"W 15 in the is the ab_lllty to measure_the c_ontrol power required _
solution to yield the inverse control map when flying complex trajectories. The method used in
T Trl this paper is to multiply thgg control effectiveness

0 =W(hgs) |ngsW(hgs) | z _ B matrix by the reconstructed control command vector.
where z = yyes—hy f(x) . The weighting matrixw, The reason to reconstruct the control command vector
along with the control variables are the only variables is because actuator rate and position limits are used at
that the designer must adjust in the entire control the output of the pseudo inverse allocation. When these
process. Here, for example, the diagonal elements of limits are reached, the control commands are modified
W consist of the rate limit§; . As a result, the accordingly. Mass and inertia terms are taken into
controls with the higher rate limits will be utilized more account to calculate forces in units of pounds and
in the dynamic inversion control. moments in units of foot-pounds.

8
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Non-Minimum Phase Analysis

Stability of the force and moment DI control is
considered at various trim conditions in the flight
envelope. To perform this analysis, recall dynamic
inversion was basically implemented using an
approximation of the nonlinear system, or

x=f(x)+0gg(x 6% xOR"SOR
y=h(x) yoOR™
where 8° refers to the previous control. Here, the

(39)

AIAA-99-4001

Examples

Eleven control effectors are used in the following
examples, but four of the controls are unilateral leaving
9 effective controls. These effective controls are left
elevon, right elevon, symmetric pitch flap, all-moving
tip (AMT), spoiler-slot-deflector (SSD), left outboard
leading edge flap, right outboard leading edge flap,
pitch vectoring, and yaw vectoring. The two one-
direction controls are the AMT and the SSD, both of
which have left-side and right-side controls.

previous state in the control map has been replaced with

the current one. Let the previous state/cor{b(%léo}
represent a trim condition of (39), i.e.

0= f(x0) +gg(x°,5%3° (40)
The corresponding linear system is
Ax = AAX+BAS
(41)
Ay = H,AX

Under the construction afg, the trim condition is the

Yaw-Roll-Pitch Maneuver

The three control variables are defined in the
vector
Y=o, ps, B-0.2r] (44)
where the longitudinal variable is pitch rate, the lateral
variable is stability axis roll rate, and the directional
variable is a linear combination of sideslip and stability
axis yaw rate. The latter case illustrates that any linear

same as the trim for the actual system. Moreover, this combination of states can be used. Withthis
linear system is the same as the actual system with thecombination of control variables and definitions in eq.

exception of the linear control input mBp

For an equal number of controls and control
variables, i.d.= m, the inner loop of the dynamic
inversion control produces closed-loop poles at
s=0 andn- m closed-loop poles at the transmission
zeros of the open-loop systémThesen— m closed-
loop poles are furthermore unobservable to the outer-
loop control. To promote internal stability, it is

important that there are no right half plane transmission

zeros. When >m, the transmission zeros of an
equivalent system can be used to determine internal
stability.

The closed inner-loop can be described as

AX = AAX+BWBH/ (H,BWB H]) Az

AZ = AyYges— Hy ADX

Ay = H,AX

(42)

(19), the matrixd (eq. 4) becomes

100 0O
H= 001 0Ff (45)

M 01 0 -02(
which is used with equation (20) to define tige

matrix (eq. (18)). Values for parameters that define the
desired dynamics (eq. (5) - (7)) are listed in table 1.

In the lateral channel, a second outer loop was
wrapped around the first outer loop fay to control

bank angle. A simple first order response expressed
by
@ = @pni3pc ~9) (46)
Oat = ((R: - (qb sing+r, cosq))tane)cosa 47)
where bandwidt,,; was used with a value shown in
table 1.9, represents the stability-axis roll rate

It can be shown that this same closed-loop system cancommand and is given in eq. (6) for the first outer loop.

be realized with dynamic inversion using the following
m xm square system

A% = AAX+ BWB' Hy S psyedo
Ay = H,AX

where dpsyedo= (Hx BWB'Hy) 1Az As a result, the
closed-loop system of (42) will have poles ats=0

Cspsuedo[| R™ (43)

andn - m poles at the transmission zeros of the system

in (43). Itis clear from (43) that both the choice of
control variables (i.ed,) and the weightinV

influence the transmission zeros of (43) and therefore
the closed-loop poles of (42). Either may have to be
changed to preserve closed-loop stability.

9

Tablel. Command Model Parameters

Parameter Value Parameter Value
Clon 0.7 Wat 2
Won 5 Cdir 0.7
W lon 3 Wyir 3
Kion 1/3 Wphi 0.75

In the example problem, the airplane was trimmed
straight and level at 25000 feet and Mach 0.7. A
directional channel doublet of amplitude 5 degrees was
commanded during the first 5 seconds. At 7.5 seconds
into the simulation, a 50 degrees bank angle step was
commanded, and between 11 and 16 seconds a
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5 deg/sec pitch doublet was commanded. In addition, is shown in the third plot. Finally, the directional

at 0.05 second into the simulation, the throttle was doublet command and response is shown in the fourth
increased by 60 degrees above the trim value. This plot. In both the third and fourth plots, the response is a
large increase in throttle along with the downward very close replica of the reference response. Note that
direction of the velocity vector caused Mach number tothere isn't any reference response for the bank angle
increase from 0.7 to 0.9 over the 20-second simulationresponse.

10 . : High Angle-of-Attack (Alpha) Response

o ggfrgrrgnagg The next example illustrates how a command-

—— Actud model variable can be changed to investigate the
achievable dynamics, using a high angle-of-attack (

maneuver which is illustrated in figure 7. The trim

condition is straight and level at 25000 feet and Mach

0.4. The longitudinal control variable is changed to the

-10 : : : linear combinatiora + 0.2y, °. In this exampley, is

ramped in one second from a trimeat 12° to

0, deg/sec.
o

% N —— maximum where trimor = 42°. That value is held until
v 5 seconds into the simulation and then is ramped back
o / to the initial trim 7 seconds into the simulation where
° Ly Y. remains constant until the end. The throttle was also
9 / increased at 0.04 second by 60 degrees above the trim
ob————— ] value.
-10
60 - — . :
30 ; ; - ;- Actud, =10
—— Reference, Z|0n=1.5 |
§' ' —— Actual, Zlon:1.5
®
©
Q'_m
0
-5

0 2 4 6 8 10
Time, sec.
Figure 7. High angle-of-attack maneuver.

For the first command model Wheqeon =1.0, the

short-dashed line represents an unstable response with
all other command dynamics remaining the same as
shown in table 1. All the longitudinal controls become

_ _ _ position and rate saturated, and clearly the desired

~ Three variables are shown in the four plots in dynamics cannot be achieved. For the second command
figure 6. The short-dashed lines represent input model with¢, - =1.5, the solid and long-dashed lines
c_ommandsyc, the solid lines represent reference represent the reference signal and closed-loop response,
signals from the open-loop command models, and the egpectively. Perfect tracking is achieved for most of
long-dashed lines represent the control variables. The the simulation, except wheyy suddenly changes

top plot is for the longitudinal doublet command.  The slope. At those times, the left and right elevons and the
gy response almost perfectly duplicates the reference pitch thrust vectoring effectors temporarily position
response. The second plot is for heesponse and the a4 rate. hut the symmetric pitch flap remains within
generated error is the command for fleresponse that e allowable region. Rate saturation also occurs

10
American Institute of Aeronautics and Astronautics

10 15 20
Time, sec.
Figure 6. Yaw-roll-pitch maneuver.
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